
R E P R E S E N T A T I V E

HB 47 GENERATED CSAM

Combats the creation, possession, 
and distribution of AI generated 
child s-xual abuse material.
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AI enables the creation of virtual sexual images of children 
indistinguishable from reality.
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• Perpetrators can now generate, alter or collage depictions of children that are indistinguishable from depictions of real children.

• They can use parts of images of real children to create a composite image that is unidentifiable as a particular child, and in a 

way that prevents even an expert from concluding that parts of images of real children were used.

• Sexually explicit depictions involving children—even if no physical abuse occurs during their creation—has significant 

psychological and long-term impacts on the children depicted.

• Artificially-generated or computer-edited CSAM further re-victimizes actual child victims, as their images are collected from the 

Internet and studied by artificial intelligence tools to create new images.

• Child predators can also use artificially-generated or computer-edited CSAM to extort minors and their families for financial 

gain.

• Overwhelming law enforcement’s capabilities to identify and rescue real-life victims, child safety experts warn.

AI or computer-generated 
CSAM poses many dangers 
to children, including:
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ACCELERATING
“ T h e  m i s u s e  o f  c u t t i n g - e d g e  g e n e r a t i v e  
A I  i s  a c c e l e r a t i n g  t h e  p r o l i f e r a t i o n  o f  

d a n g e r o u s  c o n t e n t ,  i n c l u d i n g  c h i l d  
s e x u a l  a b u s e  m a t e r i a l . ”

D e p u t y  A t t o r n e y  G e n e r a l  L i s a  M o n a c o
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• Creates demand for 
harmful content.

• Blurs legal 
boundaries for 
enforcement.

• Overwhelming law 
enforcement’s 
capabilities to 
identify and rescue 
real-life victims, child 
safety experts warn.
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·INCREASE IN AI-GENERATED CSAM:

According to the IWF study between October 2023 

and July of 2024 over 3,500 new AI-generated 

criminal child sexual abuse images were uploaded to 

one dark web forum alone

AI CSAM FEATURING KNOWN VICTIMS:

·Perpetrators increasingly use fine-tuned AI models 

to generate new imagery of known victims of child 

sexual abuse or famous children.

MORE SEVERE IMAGES: 

Of the AI-generated images confirmed to be child sexual 
abuse on the forum, more images depicted the most severe 
Category A abuse, indicating that perpetrators are more 
able to generate complex ‘hardcore’ scenarios. 6

https://www.youtube.com/watch?v=QtKbk0GYUuo


Research by ENOUGH ABUSE  has 
documented that 37 states have 
enacted laws that criminalize AI-
generated or computer-edited CSAM, 
while 13 states and D.C. have not. More 
than half of these laws were enacted in 
2024 alone. 

The National Center for Missing and 
Exploited Children (NCMEC) reports that 
in 2023 alone, it received 4,700 reports 
of CSAM involving generative AI 
technology. 

State Laws that Criminalize AI-generated or Computer-edited CSAM
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• Includes artificially generated images depicting 
identifiable children

EXTENDS ALASKA'S EXISTING PROHIBITIONS 
ON CHILD SEXUAL ABUSE MATERIAL (CSAM)

EXPANDS CRIMINAL LAW TO COVER ENTIRELY 
SYNTHETIC, YET REALISTIC AND OBSCENE 
IMAGES OF MINORS

Exemptions: Protects employees of interactive computer 
services, ISPs, and telecommunications providers 

detecting/reporting illegal materials.

• Depicts conduct under AS 11.41.455.
• Meets obscenity criteria under the Miller Test.
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HB 47 GENERATED CSAM

Holds perpetrators 
accountable for 

exploiting children’s 
digital likenesses

Enhances law 
enforcement tools

Strengthens safeguards 
for children

9



R E P R E S E N T A T I V E

rep.sarah.vance@akleg.go
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